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Introduction Sensitivity analysis Conclusion

The data-processing multiverse
Neuroimaging is used to study brain structure and function

• indirect way of measuring brain signals
• contaminated by multiple sources of noise

Data preprocessing is critical to decontaminate the signal

Nørgaard et al 2020. DOI: 10.1177/0271678X19880450

△! many possibilities!
△! impacts the conclusion of the study
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How it feels

https://www.outdoorrevival.com/instant-articles/getting-lost-forest-survival-guide.html?firefox=1

Need for a statistical framework:
• aggregate evidence from analyses based on different pipelines

→ conclusions robust to the choice of pipeline!
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A forest plot!

A common estimate?

Ψaverage average
Ψpool-se . . . inversely proportional to the uncertainty
ΨGLS . . . of independent combinations of estimates
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Example (scenario 3)
Pipelines:

• 15 very correlated with moderate uncertainty
(ρ = 0.95, σ2 = 2.5)

• 5 independent with low to high uncertainty
(σ2 ∈ [0.25, 15])

GLS

pool-se

average

0% 25% 50% 75% 100%

pipeline
I5    (σ²=15)
I4    (σ²=10)
I3    (σ²=7)
I2    (σ²=5)
I1    (σ²=0.25)
C15 (σ²=2.5)
C14 (σ²=2.5)
C13 (σ²=2.5)
C12 (σ²=2.5)
C11 (σ²=2.5)
C10 (σ²=2.5)
C9   (σ²=2.5)
C8   (σ²=2.5)
C7   (σ²=2.5)
C6   (σ²=2.5)
C5   (σ²=2.5)
C4   (σ²=2.5)
C3   (σ²=2.5)
C2   (σ²=2.5)
C1   (σ²=2.5)

Scenario 3

. . . but how do we estimate the correlation?
• we only have one estimate per pipeline
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The christmas tale book

. . . for statisticians
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A christmas gift
φ(Zi): influence function relative to observation i

• pseudo-observation of the individual effect

We now have n "estimates" per pipeline!
• easy to evaluate correlation between pipeline estimates

pipeline 1

pipeline 2

pipeline 3

pipeline 4

pipeline 5

pipeline 6

pipeline 7

pipeline 8

pipeline 1 pipeline 2 pipeline 3 pipeline 4 pipeline 5 pipeline 6 pipeline 7 pipeline 8

−1.0

−0.5
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1.0
correlation
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Simulation results
• No bias
• Uncertainty (lower is better)

→ GLS: poor performance with NRU typical sample size

scenario 2 
 (no correlation)

scenario 3 
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10 25 50 100 200 500 10 25 50 100 200 500

1.5

1.0

0.5

0.1

Sample size (per group)

S
ta

nd
ar

d 
de

vi
at

io
n 

(lo
g 

sc
al

e)

pool (average)           

8 / 11



Introduction Sensitivity analysis Conclusion

Simulation results
• No bias
• Uncertainty (lower is better)

→ GLS: poor performance with NRU typical sample size

scenario 2 
 (no correlation)

scenario 3 
 (correlation)

10 25 50 100 200 500 10 25 50 100 200 500

1.5

1.0

0.5

0.1

Sample size (per group)

S
ta

nd
ar

d 
de

vi
at

io
n 

(lo
g 

sc
al

e)

pool (average)           

pool (se)

8 / 11



Introduction Sensitivity analysis Conclusion

Simulation results
• No bias
• Uncertainty (lower is better)

→ GLS: poor performance with NRU typical sample size

scenario 2 
 (no correlation)

scenario 3 
 (correlation)

10 25 50 100 200 500 10 25 50 100 200 500

1.5

1.0

0.5

0.1

Sample size (per group)

S
ta

nd
ar

d 
de

vi
at

io
n 

(lo
g 

sc
al

e)

pool (average)           

pool (se)

pool (gls)

8 / 11



Introduction Sensitivity analysis Conclusion

Simulation results
• No bias
• Uncertainty (lower is better)

→ GLS: poor performance with NRU typical sample size
scenario 2 

 (no correlation)
scenario 3 

 (correlation)

10 25 50 100 200 500 10 25 50 100 200 500

1.5

1.0

0.5

0.1

Sample size (per group)

S
ta

nd
ar

d 
de

vi
at

io
n 

(lo
g 

sc
al

e)

pool (average)           

pool (se)

pool (gls)

8 / 11



Introduction Sensitivity analysis Conclusion

Simulation results
• No bias
• Uncertainty (lower is better)

→ GLS: poor performance with NRU typical sample size

scenario 2 
 (no correlation)

scenario 3 
 (correlation)

10 25 50 100 200 500 10 25 50 100 200 500

1.5

1.0

0.5

0.1

Sample size (per group)

S
ta

nd
ar

d 
de

vi
at

io
n 

(lo
g 

sc
al

e)

pool (average)           

pool (se)

pool (gls)

pool (constrained gls)

8 / 11



Introduction Sensitivity analysis Conclusion

Real data results

pipeline 1 (correlated)  

pipeline 2 (correlated)  

pipeline 3 (correlated)  

pipeline 4 (correlated)  

pipeline 5 (uncorrelated)

pipeline 6 (uncorrelated)

pipeline 7 (uncorrelated)

pipeline 8 (uncorrelated)

average                  

pool (se)                

pool (gls)               

pool (constrained gls)   

0.3 0.4 0.5

Superior Frontal Cortex
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Wrap-up

A statistical framework for "sensitivity analysis" for neuroimaging
• visualize heterogeneity across pipelines
• estimate a global effect across pipelines
• quantify proportion of pipelines with evidence for an effect
• test hypotheses across pipelines

On-going project
• working paper & software

( package LMMstar)

Future
• handling "biased" pipelines
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Reference I
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